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Structured light with a million light planes per
second
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Abstract—We introduce a structured light system that enables full-frame 3D scanning at speeds of 1000 fps, four times faster than the
previous fastest systems. Our key innovation is the use of a custom acousto-optic light scanning device capable of projecting two million
light planes per second. Coupling this device with an event camera allows our system to overcome the key bottleneck preventing previous
structured light systems based on event cameras from achieving higher scanning speeds—the limited rate of illumination steering. Unlike
these previous systems, ours uses the event camera’s full-frame bandwidth, shifting the speed bottleneck from the illumination side to the
imaging side. To mitigate this new bottleneck and further increase scanning speed, we introduce adaptive scanning strategies that
leverage the event camera’s asynchronous operation by selectively illuminating regions of interest, thereby achieving effective scanning
speeds an order of magnitude beyond the camera’s theoretical limit.
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1 INTRODUCTION

3D scanning systems acquire the detailed geometry of
real-world objects, using methods such as time of flight,

structured light, or photogrammetry. Though such systems
are already commonplace for static scenes, nowadays there
is an increasing demand for 3D scanning systems that
can operate on dynamic scenes and provide real-time 3D
information for accurate analysis of moving objects. For
instance, such systems can enhance navigation and safety
in autonomous driving and robotics, enable interactive
experiences in virtual and augmented reality, or allow for
inspection of fast-moving objects in industrial manufacturing.
These applications require fast 3D scanning that minimizes
motion blur and other motion-induced artifacts.

Fast 3D scanning necessitates hardware for both high-
speed illumination (e.g., using Galvo mirror systems or
MEMS mirror projectors), and high-speed imaging (e.g., us-
ing single-photon avalanche diodes or event sensors). In con-
junction with this hardware, it requires efficient algorithms
to process and filter data rapidly, handling tasks such as
noise reduction, data fusion, and reconstruction. In scanning
systems that utilize multiple sensors, synchronization of
sensors also plays a crucial role in ensuring coherent data
capture and integration from different sources. Unfortunately,
fast 3D scanning methods are limited to rates below 1000 fps,
primarily due to constraints imposed by the scanning speeds
of existing light scanning systems: Though fast imaging
sensors such as event cameras exist, light scanning systems
are limited to scan rates of a few kHz, falling well short of
fully exploiting the fast sensor readout.

In this work, we push the envelope of achievable 3D scan-
ning speeds, by designing an ultra-fast structured light (SL)
system that combines an acousto-optic (AO) light scanning
device and an event camera. The AO device comprises a
pulsed laser and an ultrasonic transducer. The transducer
generates an ultrasonic wave that sculpts traveling virtual
cylindrical lenses in a water medium. These lenses focus the
laser light onto a line. By steering these cylindrical lenses at

MHz rates, we can scan the line over a 3D scene imaged by
the event camera, enabling structured light scanning. The AO
device uses a design that results in an order-of-magnitude
cost reduction relative to prior such devices [1].

Our AO device achieves light scanning rates that are more
than three orders of magnitude higher than the frame rate
of the event camera. Thus, when used for structured light,
our device shifts the bottleneck for achieving higher frame
rates from the speed of light scanning system to the readout
bandwidth of imaging sensors. To further improve speed
beyond this bottleneck, we demonstrate an adaptive scanning
method inspired by Muglikar et al. [2] that illuminates
only regions of interest. Doing so allows capture 10× faster
than the theoretical full-frame limit of the event sensor. We
demonstrate these capabilities experimentally by building a
benchtop prototype, and using it to scan a variety of static
and dynamic scenes .

2 PRIOR WORK

Light scanning. Light scanning is a core component of active
imaging technologies, including lidar [3], structured light
[4–7], light-transport probing [8–11], motion contrast 3D [12],
light curtains [13, 14], slope-disparity gating [15–17], and
non-line-of-sight imaging [18–22]. We can broadly classify the
light scanning methods in these technologies into mechanical
and non-mechanical. Mechanical methods require moving
parts such as rotating prisms [23, 24] or mirrors [25, 26],
and micro-electromechanical systems (MEMS) [27, 28]. These
methods are slow due to mechanical inertia. Non-mechanical
methods require no moving parts, and include acousto-optic
(AO) [29, 30] and electro-optic (EO) [31] devices, liquid
crystal devices (LCDs) [32, 33], and optical phased arrays
(OPAs) [34, 35]. LCDs are the slowest of these methods due
to long settling times. OPAs are the fastest and can scan light
at even GHz rates, but have low angular resolutions, and
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Fig. 1. We present a structured light technology that combines acousto-optic light steering with an event camera for high-speed
full-frame scanning. Left: Schematic of our setup. We use an ultrasonic transducer to sculpt virtual gradient-index (GRIN)
cylindrical lenses inside a transparent medium (water). Coupling this setup with pulsed illumination, we can scan the imaged
scene with a light plane at speeds three orders of magnitude faster than those of previous light scanning methods, allowing
structured light operation at the camera’s full-frame bandwidth. Top-right: RGB images, captured at 240 fps, of a scene
comprising a fan that rotates at 1800 rpm. The images correspond to the approximate positions of the depth scans below.
Bottom-right: Reconstructed depth frames of the rotating fan, scanned at 1000 fps.

TABLE 1. Scan speed comparison against recent works.

Work Static Dynamic

Muglikar et al. [36] 60 fps 60 fps
Matsuda et al. [12] 60 fps 60 fps
Dashpute et al. [37] 250 fps 30 fps
Ours 1 kfps 1 kfps

thus are unsuitable for structured light. AO and EO devices
provide a good middle ground, as we discuss next.
Light scanning with acousto-optic devices. Commercially
available AO and EO devices include tunable filters [38],
modulators [39], frequency shifters [40], and deflectors [41].
AO deflectors can serve as light scanning devices, but are
limited to kHz scanning rates due to their reliance on Bragg’s
diffraction [42]. EO deflectors [43, 44] operate on a similar
principle, and thus are similarly slow. Alternative AO light
scanning devices are tunable acoustic gradient-index (TAG)
lenses [45, 46] and ultrasonically-sculpted virtual optical
waveguides [1, 47, 48]—our technology is an instance of
the latter. TAG lenses can change the focus depth of an
incident beam at kHz rates, but cannot scan it transversely. By
contrast, recent work [1] demonstrated transverse scanning
at MHz rates using ultrasonically-sculpted virtual optical
waveguides, motivating our work. Compare to the scanning
system by Pediredla et al. [1], which phase-modulates
the ultrasound for scanning, our system modulates the
laser pulse. This adjustment allows us to use a narrowband
amplifier, which is widely available and cost-effective (USD
250 instead of USD 23 000 for the broadband amplifier in
Pediredla et al. [1]), reducing the system cost.
Event cameras and 3D sensing. Event cameras perform
sparse readouts of relative intensity changes exceeding a
preset threshold, and thus can achieve much larger frame
rates than conventional cameras that always perform full-
frame readouts. This high speed has made event cameras
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Fig. 2. (a) We show the refractive index profile created by
the ultrasonic transducer and how light traveling from bottom
to top focuses onto lines. (b) As the refractive index profile
evolves over time, the focal line is steered across the medium.
(c) Captured images demonstrate the temporal movement of
the focused line

increasingly popular in computer vision [49–52]. Though
extensive research exists for 2D imaging applications of
event cameras, such as full-frame reconstruction [53–58] and
deblurring [59–64], 3D imaging applications are still nascent.
Brandli et al. [65] combined an event camera with a laser line
scanner for structured-light 3D scanning, leveraging the fact
that swept-plane structured light requires very sparse sensor
readouts—only a column per projected light plane. More
recent works perform structured light by combining event
cameras with laser point projectors [2, 12, 36, 66] or digital
light processing projectors [67, 68]. In all these works, light
scanning is slower than the frame rate of the event camera,
and thus the bottleneck preventing faster 3D scanning. We
remove this bottleneck by using a laser-line scanning system
that combines acousto-optic lens sculpting with a pulsed
laser, to achieve megahertz-rate light scanning—three orders
of magnitude faster than the theoretical frame-rate limit of
an event camera, thus turning the camera into the bottleneck
towards faster structured light.
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Fig. 3. Structured light scanning with swept light planes.
The light scanning device sweeps a light plane across the
imaged scene. The reflected light triggers events at pixels
along a vertical curve on the event camera. For each such
pixel, depth is triangulated by intersecting a backprojected ray
with the corresponding light plane.

3 METHOD

Structured light (SL) methods triangulate depth by es-
tablishing stereo correspondences between an active light
projector and a camera. In its simplest form, SL uses the
projector to raster scan individual points [12, 36]. Using
the epipolar geometry allows accelerating structured light
while maintaining robust correspondences, by projecting
a line (light plane in 3D) orthogonal to the epipolar lines.
Methods using optical codes such as binary [69], Gray [70],
sinusoidal [71], or XOR [4] reduce the number of projected
light patterns, but are detrimental for the event camera case—
approximately half the sensor pixels will be lit for each
projected pattern, increasing the number of generated events
and thus slowing the scanning rate.

Motivated by these considerations, we opt for a system
that uses line projection and an event camera for structured
light. We build an acousto-optic line scanning prototype that
can project two million lines per second (lps), exceeding
the event camera theoretical detection rate (≈ 106 lps), and
being orders of magnitude faster than alternative projection
systems used for structured light, including Galvo mir-
rors [12, 37], MEMS mirrors [67, 68], and laser projectors [66].
Below we describe the physical principles governing the
operation of the line scanning device, and the algorithmic
principles for programmable light scanning.
Ultrasonic sculpting of steerable lenses. The refractive
index of an optical medium is a function of its density. By
controlling a medium’s spatial density, we can control its
spatially varying refractive index and convert the medium
into a gradient-index (GRIN) lens. To this end, we use a
planar acoustic transducer to create a pressure wave that
sculpts inside a transparent medium (water) a cylindrical
GRIN lens traveling at the speed of sound in that medium.
Using this virtual cylindrical lens, we can focus a collimated
beam of light onto a line that also moves at the speed of
sound. We can then use this light beam for structured light.

If we apply sinusoidal voltage V (t) = Vus cos (2πfust) to
the planar transducer at x = 0, the transducer will create
ultrasound inducing a traveling pressure wave:

P (x, y, z, t) = P0 + Pus cos (2π/λusx− 2πfust) , (1)

where x, y, z are Cartesian coordinates, t is time, P0 is
the pressure in the medium without ultrasound, Pus is
proportional to the input voltage amplitude Vus, and λus
and fus are the wavelength and frequency (resp.) of the
ultrasound output by the transducer. The pressure wave
creates a proportional change in the refractive index of the
medium, resulting in a time-varying refractive index profile:

n(x, y, z, t) = n0 + nus cos (2π/λusx− 2πfust) , (2)

where n0 is the refractive index without ultrasound, and nus
is proportional to the pressure amplitude Pus. We drop y, z
as the refractive index does not change along those axes. As
Pediredla et al. [1] explain, each of the the convex lobes of
n(x, t)—corresponding to x ∈ (kλus−λ/2, kλus+λ/2), k ∈ Z—
acts as a cylindrical GRIN lens that travels along the x axis
at the speed of ultrasound, cus = fusλus.

A light beam passing through the medium will focus to a
line—or series of lines if the beam width is larger than the
ultrasound wavelength—traveling at speed cus. Assuming
for simplicity that the cylindrical lenses are aberration-free,
the resulting intensity at the lens focal plane is

I(x, t) =
∑
k

δ(x+ kλus − cust), (3)

up to a scale factor proportional to the illumination. Fig. 2
visualizes the cylindrical lenses, focusing behavior of light
rays, and their temporal dynamics.
Programmable control of light planes. The traveling
cylindrical lens enables scanning a light plane, but does
not provide a mechanism for controlling scanning speed.
Consequently, the scanning rate of the light plane is faster
than the capture rate of the event camera. We overcome
this problem by using a laser that we pulse at a controllable
frequency. If this frequency is the same as the frequency
of the ultrasound transducer, and assuming laser pulsation
starts at t = 0, the light intensity at the focal plane will
become:

I(x, t) =
∑
k,l

δ(x+ kλus − l cusTus︸ ︷︷ ︸
λus

)δ(t mod Tus), (4)

where l indexes laser pulses, and the inter-pulse time
Tus = f−1

us equals the ultrasound period. Eq. (4) describes
a pulse train that does not translate in space but flickers in
time. Every lth laser pulse illuminating the lth period of the
ultrasonic wave will generate a line at the origin (x = 0).

To move the lines spatially, we instead pulse the laser at
a frequency slightly offset from the ultrasonic one. If α is the
ratio of ultrasonic to laser frequency, Eq. (4) becomes:

I(x, t) =
∑
k,l

δ(x+ kλus − lαλus)δ(t mod αTus). (5)

Therefore, when the lth laser pulse illuminates the lth period
of the ultrasonic wave, the focused line will appear at x =
(1−α)lλus making the line move spatially from pulse to pulse.
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Fig. 4. Hardware implementation of the setup in Fig. 1. (a) AO light scanning device. A pulsed laser (PL) emits a beam
that is expanded by a convex lens and directed into a refractive medium (RM). An ultrasonic transducer (T), perpendicular to
the beam, generates acoustic waves that sculpt cylindrical lenses in the medium. These lenses focus the light into sweeping
light planes, which are then redirected by a fixed mirror onto a Galvo mirror. During acousto-optic scanning, the Galvo mirror
remains stationary. Conversely, when using the Galvo mirror for scanning, the transducer and pulse frequency are constant.
(b) Scanning setup. The AO device from (a) is shown in green. The scene (in cyan) contains orthogonal planes for calibration.
The laser and ultrasound are driven by an arbitrary waveform generator (AWG). (c) Phase-lock-loop (PLL) synchronization of
the transducer with the pulsed laser, driven via Channels 1 and 2 (Ch1, Ch2) of the AWG. Channel 1’s output is amplified
using an amplifier (Amp). This PLL synchronization ensures accurate pulse placement with respect to the ultrasound.

The line frequency is equal to the beat frequency (1− α)fus
between ultrasound and laser.

Besides serial line scanning, our laser pulsing design
allows us to place lines at a non-serial set of locations xl; l ∈
{1, 2, . . . , L}, by emitting laser pulses at times

Tl =
xl + lλus

lcus
. (6)

This capability facilitates adaptive scanning of regions of
interest, and in turn yet faster structured light rates (Sec. 5).

The above analysis assumed a collimated beam. If we use
a diverging beam, the line scanning behavior remains the
same, but the distance between the lines will increase. In our
prototype, we use a diverging beam to increase the field of
view of the structured light system (Fig. 1).
Comparison to Pediredla et al. [1]. Our acousto-optic laser
line scanning system is inspired by that introduced by
Pediredla et al., with two important differences: 1) Pediredla
et al. focus on point scanning for lidar applications, whereas
we focus on line scanning for structured light. Therefore, their
system uses two linear transducers, whereas ours using just
one, effectively replacing spherical GRIN waveguides with
cylindrical ones. 2) Pediredla et al. control the position of the
focused spot by modulating the phase of the ultrasound,
whereas we control the position of the focused line by
pulsing the laser. The approach of Pediredla et al. creates two
challenges: First, it requires using an expensive broadband
RF amplifier (ENI-300L, USD 23 000), as the ultrasonic wave
is no longer a monotonic sinusoid. Second, it requires that
the transducers operate at non-resonant frequencies, where
they consume more power. By contrast, our approach allows
using a much less expensive narrowband amplifier (USD
250) and operating at lower power.

Structured light. For structured light, we use our AO light
scanning device together with an event camera to form a
stereo pair. We orient the planar transducer of our device
such that the projected light planes are as orthogonal to the
corresponding epipolar lines on the event camera as possible.
By synchronizing the AO device and event camera, we can
perform structured light scanning using the classical swept-
plane procedure [72, 73], which we visualize in Fig. 3: As
the AO device scans a light plane, light reflected off the
scanned object forms a vertical curve on the image plane
that sweeps horizontally across the field of view, triggering
sparse events (ideally one event per sensor row for each scan
position, assuming perfect optics). From each such event, we
can reconstruct a depth value for the corresponding pixel
via triangulation, by backprojecting a ray and intersecting it
with the light plane that triggered the event.

4 HARDWARE PROTOTYPE

In this section, we detail hardware components and the
system implementation. Fig. 1 shows a schematic of the
optical setup, and Fig. 4 shows our hardware prototype.
Light scanning device. To implement the acousto-optic
light scanner, we use an ultrasonic transducer of size
12.5mm× 12.5mm tuned to operate at a 2MHz frequency.
We drive the transducer using a Siglent SDG 1032X arbitrary-
waveform generator (AWG). We amplify the AWG output
using a narrowband RF amplifier (rated at 50W and oper-
ating frequency 1MHz to 3MHz) before applying it to the
transducer. For illumination, we use a Thorlabs NPL45B
pulsed laser that we synchronize and drive using the AWG
to achieve line scanning. In the supplementary document,
we provide detailed descriptions of the circuitry and the
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Fig. 5. Experimental validation of high-speed line scanning. (a) Experimental setup showing a fast photodetector placed
in front of our AO scanning system. The detector output increases when the scanned line crosses it. (b) Visualization of the
projected scanning line illuminating the photodetector. Bottom: Oscilloscope traces read out from the photodetector. The
traces show show periodic intensity peaks corresponding to scanning frequencies of 1 kfps, 10 kfps, and 100 kfps (left to right).
The temporal spacing between adjacent peaks confirms successful line scanning at these frequencies.

associated waveforms used for static and controlled steering
of light planes, along with visualizations of their effects on
illumination within the scanning system. We use a Thorlabs
LA1274 40mm convex lens to diverge the beam enough
to cover the scanned scene. For comparison with previous
steering techniques, we include in our system a Thorlabs
GVS211 single-axis Galvo mirror, which we keep stationary
when we use our acousto-optic light scanning.

Event camera. We use the Prophesee EVK-4 event camera,
equipped with Sony’s IMX636 sensor. This sensor can process
up to 1GEvents/s, with events recorded at a temporal
resolution of 1µs and spatial resolution of 1280× 720 pixels.
As the horizontal axis has the fastest readout and provides
timestamping, we orient this axis parallel to the light plane.
This alignment allows us to utilize the event camera’s full
bandwidth [36], corresponding to a maximum achievable
frame rate of approximately 106/720 = 1388Hz ≈ 1 kHz. We
replace the default lens of the EVK-4 camera with a Rokinon
DS50M-C full-frame lens of focal length 50mm and speed
f/1.5 to improve light efficiency during scanning.

We observed empirically that, with default settings, the
event camera fails to capture events when sweeping light
planes at frequencies higher than 100Hz. To mitigate this
problem, we set the camera’s parameters bias-hpf and
bias-refractory to their maximum values and remove
the bias-off parameter, allowing a single polarity to utilize
the complete bandwidth of the camera.

Synchronization. To synchronize events with the light planes
that trigger them, one option is to use the event camera’s
hardware trigger mechanism and synchronize with the
planes’ timestamps. However, at high-speed scanning when
the event camera generates several events, we observed that
this mechanism fails. We thus develop a software-based

synchronization system: We project light planes continuously
and record them with the event camera. We then use the
event camera’s timestamp for the left-most line and the cor-
responding AO light plane’s timestamp for synchronization.

Geometric calibration. As our light scanning device is highly
repeatable, we precalibrate scanned light planes through
their linear intersections with two orthogonal reference
planes, which we create using two LCD screens: We display
blinking checkered patterns on the screens to calibrate the
reference planes with respect to the event camera, then keep
them turned off during structured light. We visualize this
arrangement in the supplement. The procedure uses standard
geometric calibration algorithms [72, 73].

Validation of high-speed line scanning. To validate that
our AO system can achieve line scanning speeds exceeding
1 kHz, we use a fast single-pixel photodetector (Thorlabs
DET25A, bandwidth 2GHz), as in Fig. 5: We position the
photodetector directly in front of the AO system, so that the
detector will produce a sharp temporal response whenever
the line sweeps the detector’s active area. We use a high-
speed oscilloscope to read out the detector response. Each
instance of the line intersecting the detector results in an
intensity peak in the detector response, and the temporal
separation between these peaks equals the line scanning
period. We show oscilloscope traces for three target scanning
speeds, 1 kfps, 10 kfps, and 100 kfps; the traces confirm that
our AO system achieves these speeds.

Validation of arbitrary line scanning. To validate that our
AO system can place all lines at target locations, we placed
the fast single-pixel photodetector on a translation stage, as in
Fig. 6. We illuminated two lines in three different sequences:
1) alternately illuminate each line; 2) illuminate each line 100
times before alternating; 3) illuminate first line 50 and second
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Fig. 6. Experimental validation of arbitrary line scanning. Our AO device allows us to place each of the 2-million lines
it produces at any desired location. To validate this ability, we use a fast photodetector (PD) mounted on a stage (a). We
illuminate two arbitrary lines (Line1 and Line2) and translate the PD to their locations. We show the output of the PD in plots
(c)–(e) (top: PD is on a point on Line1, bottom: PD is on a point on Line2) for various choices of illumination sequences. In (c),
we alternately illuminate Line1 and Line2, corresponding to the odd and even peaks in the PD output. In (d), we illuminate
Line1 for 100 laser pulses and Line2 for 100 laser pulses, corresponding to a PD output that is a square waveform of frequency
10 kHz. In (e), we illuminate Line1 for 50 laser pulses and Line2 for 150 laser pulses, corresponding to a PD output that has a
duty cycle of 25% when it is on Line1 and 75% when it is on Line2.

TABLE 2. Impact of scan rate. (CD: chamfer distance in
mm; F1: F1-score; Pr: precision; Re: recall.)

fps CD (↓) Pr (↑) Re (↑) F1 (↑)

Cat

10 1.48 0.762 0.910 0.830
100 1.25 0.812 0.953 0.877
200 1.67 0.738 0.956 0.833
1000 4.56 0.146 0.981 0.253
1000 (acc.) 4.30 0.524 0.827 0.641

Dolphin

10 0.750 0.958 0.939 0.949
100 1.273 0.961 0.817 0.883
200 1.583 0.915 0.803 0.855
1000 2.342 0.844 0.687 0.758
1000 (acc.) 1.338 0.986 0.926 0.955

line 150 times. The photodetector output confirms that our
system achieves the target scanning sequences.

5 EXPERIMENTS AND ANALYSIS

In this section, we systematically evaluate the performance of
our proposed structured light system on static and dynamic
scenes. We show that our system can reconstruct 3D scenes
at the maximum frame rate of the event camera at megapixel
resolution. We also show an adaptive 3D scanning method
that allows to selectively scan parts of the scene, thereby
achieving a 10× higher frame rate. We empirically show
that structured light systems using Galvo mirrors cannot
effectively perform adaptive 3D scanning.

Supplement. The supplement shows additional experimental
and other results, including: 1) A video explaining our
method. 2) Videos showing temporal sequences of depth
scans at various scan rates. 3) A PDF document and short
videos detailing setup implementation and calibration.
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number of events exceeds its readout bandwidth. Future event cameras with higher bandwidth can mitigate this problem. We
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1265

1260

1255

1250

1245

1240

D
ep

th
 (m

m
)

10 fps 50 fps 100 fps 200 fps 500 fpsApprox. Position

t 0
t 0

 +
 0

.5
 m

s

Fig. 8. Depth scanning of a servo motor rotating at 70 rpm. Each row displays two frames (corresponding to times t0
and t0 + 0.5 s) from scans obtained at scan rates of 10 fps, 50 fps, 100 fps, 200 fps, and 500 fps. At 10 fps, the scan does
not produce a correct depth map, as the rapid motion in the scene exceeds the scan rate. At 50 fps, the scan provides a
depth map that is more accurate but still exhibits motion blur (visible more clearly in the supplementary video). As scan rates
increase to 500 fps, the depth maps become progressively more accurate.

5.1 Static scene results

We first scan static scenes, to quantitatively and qualitatively
evaluate the effect of scan rate on reconstruction performance.
In Fig. 7, we use two figurines as test objects for scanning.
We first used Galvo-based SL at a slow speed (10 fps) to
compute ground truth for comparison. We then used the
AO device to scan the object at 10 fps, 100 fps, 200 fps, and
1 kfps scan rates. The figure shows the captured depth maps,
and Tab. 2 provides quantitative metrics for reconstruction
quality. In the supplement, we provide 3D visualizations of
the reconstructed point clouds.

From Fig. 7, we observe that our system produces
depth results nearly identical to those from the Galvo-based
system at low scanning rates. As scanning rate increases,
reconstruction quality progressively deteriorates due to two
reasons: 1) Higher scan rates result in decreased exposure
time and signal-to-noise ratio, in turn causing a lot more
noise events to be triggered. 2) The linewidth from the AO
device is around 10 pixels, thus each line triggers events at
multiple sensor columns. At high scan rates, this increased
number of events saturates the camera, making it randomly
lose some events (columns) and causing the missing stripes.
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Fig. 9. Depth scanning of a fan rotating at 1800 rpm. The left column displays three depth frames captured at a scan rate of
200 fps. The right column shows the same for a higher scan rate of 500 fps. The depth maps show significantly more motion
blur on the blade area at 200 fps than at 500 fps. The red regions are from the background calibration plane. The insets show
the approximate orientation of the fan blade, and the area inside the red box is the scanned region.

At 1 kfps, the number of missing columns due to the
second issue becomes significant. To mitigate this issue, we
experimented with accumulating multiple frames (“acc.” in
Fig. 7 and Tab. 2), effectively simulating a higher-bandwidth
camera. We observe that doing so produces complete depth
scans. This effect is scene-dependent, and sparse scenes as in
Fig. 1 do not suffer from reduced reconstruction quality due
to limited readout bandwidth.

In Tab. 2, we quantify the 3D reconstruction fidelity using
chamfer distance, precision, recall, and F1 score. As the
frame rate increases, all metrics deteriorate as expected. With
accumulation, the metrics improve significantly.

5.2 Dynamic scene results

To showcase the speed and characterize the performance of
our structured light system, we use two types of dynamic
scenes: 1) Periodic dynamic scenes, including a servo motor
rotating at 70 rpm (Fig. 8) and a high-speed fan rotating at
1800 rpm (Fig. 9). 2) Non-periodic dynamic scenes, including
zig-zag motion and left-right oscillation (Fig. 10).
Periodic dynamic scenes. We use these scenes to perform
experiments with controllable motion and speeds, to assess
motion blur and determine optimal scan speeds.

For the 70 rpm servo (blade diameter 35mm), Fig. 8
shows results for five scan rates: 10 fps, 50 fps, 100 fps,
200 fps, and 500 fps. The servo is rotating clockwise, and we
show depth scans of two frames separated by 0.5 s. As the fan
blades are dark and we are scanning at very low exposures,
we used retroreflective tape to increase reflectivity.

The RGB images show the orientation of the blade and the
region where the reflectors are located. At 10 fps, the depth
maps suffer from significant blur. At 50 fps, the depth maps
improve significantly but still have motion blur (seen as
increased blade thickness). The results become increasingly
sharp as the scan rate increases. The video results in the
supplement show continuous depth scans of the dynamic
scene at all scan rates.

For the more challenging fan rotating at 1800 rpm (blade
diameter 72mm), Fig. 9 shows results at scan rates of 200 fps
and 500 fps. The fan blade has considerably more motion
blur at 200 fps than at 500 fps. The former is representative
of the expected performance of the prior state of the art
(Dashpute et al. [37], who reported scan rates of 250 fps).
Non-periodic dynamic scenes. In Fig. 10, we show results
from experiments using hand-held objects undergoing vari-
ous types of motion. Our system successfully acquires full-
frame depth despite the fast motion. The supplement shows
the full depth videos we captured with our system.

5.3 Adaptive depth scanning

As we mentioned in Sec. 4, the event sensor can capture only
up to 1 k frames per second at megapixel resolution. In a
dynamic scene, typically depth changes only at few pixels
corresponding to the moving objects. Therefore, one way to
increase scan rate beyond the sensor’s theoretical full-frame
rate is to perform adaptive scanning, where we only scan
the regions where the depth has changed. Muglikar et al.
[2] have previously demonstrated that adaptive scanning
of only regions of interest improves spatial and temporal
resolution. As in their work, we can illuminate only the
important regions of the scene to reduce the event camera
bandwidth and increase overall scan rate.

Our AO light scanning device can illuminate any arbitrary
line at the same high rate (ultrasound frequency) as serial
scanning, making it well-suited for adaptive scanning. Impor-
tantly, using Eq. (6), our AO device can perfectly distribute
the full power of the light source at only the lines of interest
(i.e., it is a redistributive line projector [9]). By contrast, using
a Galvo mirror to perform adaptive scanning is slow, as the
mirror is no longer operating at resonant mode. Additionally,
due to the need for continuous mechanical rotation from one
target line to another, a Galvo mirror ends up additionally
illuminating the region between target lines (i.e., it is not
a redistributive projector). This deficiency not only wastes
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light power, but also generates extraneous events, making
adaptive scanning overall less effective.

To demonstrate adaptive scanning, we show in Fig. 11 a
scene comprising two orange knobs at two different depths.
We scanned the positions of only these knobs with the Galvo
mirror device and the AO device at various scan rates. From
the plot in Fig. 11, we observe that the Galvo mirror device
produces accurate depth at low frame rates. However, as the
frame rate increases, the depth error increases significantly.
By contrast, the accuracy of the AO device remains fairly
constant, even at a very high scan rate.

To better understand this performance difference, we
show captured event data in Fig. 11(b), with color represent-
ing the time stamp of the events. In the supplement, we
provide the event stream videos to show the behavior more
clearly. We also detail the light pulse timing control used
to achieve controlled oscillation between the desired light
planes at specified fps in the supplementary material. From
this data, we observe that at low scan rates, the Galvo mirror
device projects most of the laser’s light output to the two
lines of interest, but as the scan rate increases, it projects
most of the light output incorrectly to the region between
the two lines. By contrast, the AO device always projects all
light at only the two lines of interest.

We note that we could not scan the Galvo mirror device
beyond a 1 kHz rate, as that is the physical limit for these
devices. For our AO device, we could theoretically go up to
1MHz to scan two lines (given that the transducer operates
at 2MHz). However, as the frame rate increases, the amount
of light decreases, and we noticed empirically that at 20 kHz
the amount of light reaching the event sensor is below its
detection threshold. Therefore, though theoretically we can
scan up to 1MHz adaptively, practically, we are limited by
our laser power to a 10 kHz scan rate, which is still 10×
higher than the event camera’s full-frame frame rate.

6 DISCUSSION AND CONCLUSION

We designed an acousto-optic device to scan light planes
at unprecedented rates of up to 2MHz, and combined it
with an event camera to perform swept-plane structured
light. This combination allowed us to achieve full-frame 3D
scanning at 1000 fps, 3–4× faster than the state of the art [37].
However, our method has a few limitations, some of which
can be addressed by modifications to the prototype, whereas
other point towards future research directions.

On the first front, similar to Pediredla et al. [1], the
acousto-optic device has a small aperture, which due to
diffraction results in large linewidths and thus reduced
spatial and depth resolution. Using a transmission medium
where the speed of sound is faster than in water would
increase the ultrasound wavelength and hence aperture
size, addressing this issue. Additionally, our laser has a low
emission power (≈ 1mW), necessitating light accumulation
over multiple scans at higher frame rates and the use of
a large aperture lens, which reduces the scene’s depth-of-
field. Using a better laser would mitigate both issues. Lastly,
our current prototype has a limited field of view of 38mm,
constraining the size of objects that can be scanned. This
issue can be mitigated using better optics (for example, an
F-theta lens), at the cost of increased linewidth.
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Fig. 10. Non-periodic dynamic scenes: Depth scans of
characters “IC”, “CP”, and “25”, covered with retroreflecting
tape. In the top and middle rows, the characters are mounted
on a stick and moved rapidly in a top-to-bottom (↕) sweeping
motion, with some additional forward-backward translation
(⊙). In the bottom row, the characters are swung by hand
using a string. For each row, the RGB image to the left shows
the scene and visualizes the approximation motion trajectory.
The images to the right show the depth frames at different
points of the trajectory, captured at 180 fps (top and middle
row) or 200 fps (bottom row). The supplement includes a video
of continuous depth scanning as the targets move.

In terms of more fundamental limitations, the limited
bandwidth of the event camera is the bottleneck preventing
faster 3D scanning rates, creating a gap of three orders of
magnitude with the light scanning rate. Closing this gap
requires research into sensors that not only have drastically
larger readout bandwidths, but also can operate at drastically
shorter exposure times. Single-photon avalanche diodes are
a promising option to this end, as they have been shown to
be suitable for ultra-wideband operation [74] and structured
light under minuscule exposures [5]. Lastly, our system
creates opportunities for combinations with other imaging
modalities that use additional dimensions of light (e.g.,
polarization, wavelength) to bring robustness against effects
such as specularity, glare, and scattering that are challenging
for structured light systems—including ours.
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